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VEHICLE BASED DATA COLLECTION AND 
PROCESSING SYSTEM 

CROSS-REFERENCE TO RELATED 
APPLICATION 

Applicants claim priority to US. Provisional Patent 
Application Ser. No. 60/412,504 ?led Sep. 20, 2002 for 
“Vehicle Based Data Collection and Processing System.” 

TECHNICAL FIELD OF THE INVENTION 

The present invention relates, generally, to the ?eld of 
remote imaging techniques and, more particularly, to a 
system for rendering high-resolution, high accuracy, loW 
distortion digital images over very large ?elds of vieW. 

BACKGROUND OF THE INVENTION 

Remote sensing and imaging are broad-based technolo 
gies having a number of diverse and extremely important 
practical applicationsisuch as geological mapping and 
analysis, military surveillance and planning, and meteoro 
logical forecasting. Aerial and satellite-based photography 
and imaging are especially useful remote imaging tech 
niques that have, over recent years, become heavily reliant 
on the collection and processing of digital image, spectral, 
spatial, elevation, and vehicle location and orientation data. 
Spatial data4characteriZing real estate improvements and 
locations, roads and highways, environmental hazards and 
conditions, utilities infrastructures (e.g., phone lines, pipe 
lines), and geophysical featuresican noW be collected, 
processed, and communicated in a digital format to conve 
niently provide highly accurate mapping and surveillance 
data for various applications (e.g., dynamic GPS mapping). 
Elevation data may be used to improve the overall system’s 
spatial and positional accuracy and may be acquired from 
either existing Digital Elevation Model (DEM) data sets or 
collected With the spectral sensor data from an active, 
radiation measuring Doppler based devices, or passive, 
stereographic calculations. 

Major challenges facing some such remote sensing and 
imaging applications are spatial resolution and spectral 
?delity. Photographic issues, such as spherical aberrations, 
astigmatism, ?eld curvature, coma, distortion, and chro 
matic aberrations are Well knoWn problems that must be 
dealt With in any sensor/imaging application. Certain appli 
cations require very high image resolution4often With 
tolerances of inches. Depending upon the particular system 
used (e.g., aircraft, satellite, or space vehicle), an actual 
digital imaging device may be located anyWhere from 
several feet to miles from its target, resulting in a very large 
scale factor. Providing images With very large scale factors, 
that also have resolution tolerances of inches, poses a 
challenge to even the most robust imaging system. Thus, 
conventional systems usually must make some trade-off 
betWeen resolution quality and the siZe of a target area that 
can be imaged. If the system is designed to provide high 
resolution digital images, then the ?eld of vieW (FOV) of the 
imaging device is typically small. If the system provides a 
larger FOV, then usually the resolution of the spectral and 
spatial data is decreased and distortions are increased. 
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2 
Ortho-imaging is an approach that has been used in an 

attempt to address this problem. In general, or‘tho-imaging 
imaging renders a composite image of a target by compiling 
varying sub-images of the target. Typically, in aerial imaging 
applications, a digital imaging device that has a ?nite range 
and resolution records images of ?xed subsections of a target 
area sequentially. Those images are then aligned according 
to some sequence to render a composite of a target area. 

Often, such rendering processes are very time-consuming 
and labor intensive. In many cases, those processes require 
iterative processing that measurably degrades image quality 
and resolution4especially in cases Where thousands of 
sub-images are being rendered. In cases Where the imaging 
data can be processed automatically, that data is often 
repetitively transformed and sampledireducing color ?del 
ity and image sharpness With each successive manipulation. 
If automated correction or balancing systems are employed, 
such systems may be susceptible to image anomalies (e.g., 
unusually bright or dark objects)ileading to over or under 
corrections and unreliable interpretations of image data. In 
cases Where manual rendering of images is required or 
desired, time and labor costs are immense. 

There is, therefore, a need for an or‘tho-image rendering 
system that provides ef?cient and versatile imaging for very 
large FOVs and associated data sets, While maintaining 
image quality, accuracy, positional accuracy and clarity. 
Additionally, automation algorithms are applied extensively 
in every phase of the planning, collecting, navigating, and 
processing all related operations. 

SUMMARY OF THE INVENTION 

The present invention relates to a vehicle data collection 
and processing system using remote sensors. The system 
may include computer console units that control vehicle and 
system operations in real-time. The system may also include 
global positioning systems that are linked to and commu 
nicate With the computer consoles. Additionally, cameras 
and/or camera array assemblies can be employed for pro 
ducing an image of a target vieWed through an aperture. The 
camera array assemblies are communicatively connected to 

the computer consoles. The camera array assembly has a 
mount housing, a ?rst imaging sensor centrally coupled to 
the housing having a ?rst focal axis passing through the 
aperture. The camera array assembly also has a second 
imaging sensor coupled to the housing and offset from the 
?rst imaging sensor along an axis, that has a second focal 
axis passing through the aperture and intersecting the ?rst 
focal axis Within an intersection area. The camera array 

assembly has a third imaging sensor, coupled to the housing 
and offset from the ?rst imaging sensor along the axis, 
opposite the second imaging sensor, that has a third focal 
axis passing through the aperture and intersecting the ?rst 
focal axis Within the intersection area. Any number of 
one-to-n cameras may be used in this manner, Where n can 

be any odd or even number. 

The system may also include an Attitude Measurement 

Unit (AMU) such as inertial, optical, or similar measure 
ment units communicatively connected to the computer 
consoles and the camera array assemblies. The AMU may 
determine the yaW, pitch, and/or roll of the aircraft at any 
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instant in time and successive DGPS positions may be used 
to measure the vehicle heading With relation to geodesic 
north. The AMU data is integrated With the precision DGPS 
data to produce a robust, real-time AMU system. The system 
may further include a mosaicing module housed Within the 
computer consoles. The mosaicing module includes a ?rst 
component for performing initial processing on an input 
image. The mosaicing module also includes a second com 
ponent for determining geographical boundaries of an input 
image With the second component being cooperatively 
engaged With the ?rst component. The mosaicing module 
further includes a third component for mapping an input 
image into the composite image With accurate geographical 
position. The third component being cooperatively engaged 
With the ?rst and second components. A fourth component 
is also included in the mosaicing module for balancing color 
of the input images mapped into the composite image. The 
fourth component can be cooperatively engaged With the 
?rst, second and third components. Additionally, the mosa 
icing module can include a ?fth component for blending 
borders betWeen adjacent input images mapped into the 
composite image. The ?fth component being cooperatively 
engaged With the ?rst, second, third and fourth components. 
A sixth component, an optional forWard oblique and/or 

optional rear oblique camera array system may be imple 
mented that collects oblique image data and merges the 
image data With attitude and positional measurements in 
order to create a digital elevation model using stereographic 
techniques. Creation of Which may be performed in real 
time onboard the vehicle or post processed later. This sixth 
component Works cooperatively With the other components. 
All components may be mounted to a rigid platform for the 
purpose of providing co-registration of sensor data. Vibra 
tions, turbulence, and other forces may act on the vehicle in 
such a Way as to create errors in the alignment relationship 

betWeen sensors. Utilization of common, rigid platform 
mount for the sensors provides a signi?cant advantage over 
other systems that do not use this co-registration architec 
ture. 

BRIEF DESCRIPTION OF THE DRAWINGS 

For a better understanding of the invention, and to shoW 
by Way of example hoW the same may be carried into effect, 
reference is noW made to the detailed description of the 
invention along With the accompanying ?gures in Which 
corresponding numerals in the different ?gures refer to 
corresponding parts and in Which: 

FIG. 1 illustrates a vehicle based data collection and 

processing system of the present invention; 
FIG. 1A illustrates a portion of the vehicle based data 

collection and processing system of FIG. 1; 
FIG. 1B illustrates a portion of the vehicle based data 

collection and processing system of FIG. 1; 
FIG. 2 illustrates a vehicle based data collection and 

processing system of FIG. 1 With the camera array assembly 
of the present invention shoWn in more detail; 

FIG. 3 illustrates a camera array assembly in accordance 

With certain aspects of the present invention; 
FIG. 4 illustrates one embodiment of an imaging pattern 

retrieved by the camera array assembly of FIG. 1; 

20 

25 

30 

35 

40 

45 

50 

55 

60 

65 

4 
FIG. 5 depicts an imaging pattern illustrating certain 

aspects of the present invention; 
FIG. 6 illustrates an image strip in accordance With the 

present invention; 
FIG. 7 illustrates another embodiment of an image strip in 

accordance With the present invention; 
FIG. 8 illustrates one embodiment of an imaging process 

in accordance With the present invention; 
FIG. 9 illustrates diagrammatically hoW photos taken With 

the camera array assembly can be aligned to make an 

individual frame; 
FIG. 10 is a block diagram of the processing logic 

according to certain embodiments of the present invention; 
FIG. 11 is an illustration of lateral oversampling looking 

doWn from a vehicle according to certain embodiments of 

the present invention; 
FIG. 12 is an illustration of lateral oversampling looking 

doWn from a vehicle according to certain embodiments of 

the present invention; 
FIG. 13 is an illustration of ?ight line oversampling 

looking doWn from a vehicle according to certain embodi 
ments of the present invention; 

FIG. 14 is an illustration of ?ight line oversampling 
looking doWn from a vehicle according to certain embodi 
ments of the present invention; 

FIG. 15 is an illustration of progressive magni?cation 
looking doWn from a vehicle according to certain embodi 
ments of the present invention; 

FIG. 16 is an illustration of progressive magni?cation 
looking doWn from a vehicle according to certain embodi 
ments of the present invention; 

FIG. 17 is an illustration of progressive magni?cation 
looking doWn from a vehicle according to certain embodi 
ments of the present invention; and 

FIG. 18 is a schematic of the system architecture accord 
ing to certain embodiments of the present invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

While the making and using of various embodiments of 
the present invention are discussed in detail beloW, it should 
be appreciated that the present invention provides many 
applicable inventive concepts, Which can be embodied in a 
Wide variety of speci?c contexts. The speci?c embodiments 
discussed herein are merely illustrative of speci?c Ways to 
make and use the invention and do not limit the scope of the 
invention. 
A vehicle based data collection and processing system 

100 of the present invention is shoWn in FIGS. 1, 1A, and 
1B. Additional aspects and embodiments of the present 
invention are shoWn in FIGS. 2 and 18. System 100 includes 
one or more computer consoles 102. The computer consoles 

contain one or more computers 104 for controlling both 
vehicle and system operations. Examples of the functions of 
the computer console are the controlling digital color sensor 
systems that can be associated With the data collection and 
processing system, providing the display data to a pilot, 
coordinating the satellite generated GPS pulse-per-second 
(PPS) event trigger (Which may be 20 or more pulses per 
second), data logging, sensor control and adjustment, check 
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ing and alarming for error events, recording and indexing 
photos, storing and processing data, ?ight planning capabil 
ity that automates the navigation of the vehicle, data, and 
providing a real-time display of pertinent information. A 
communications interface betWeen the control computer 
console and the vehicle autopilot control provides the ability 
to actually control the ?ight path of the vehicle in real-time. 
This results in a more precise control of the vehicle’s path 
than is possible by a human being. All of these functions can 
be accomplished by the use of various computer programs 
that are synchronized to the GPS PPS signals and take into 
account the various electrical latencies of the measurement 
devices. 
One or more differential global positioning systems 106 

are incorporated into the system 100. The global positioning 
systems 106 are used to navigate and determine precise 
?ight paths during vehicle and system operations. To accom 
plish this, the global positioning systems 106 are commu 
nicatively linked to the computer console 102 such that the 
information from the global positioning systems 106 can be 
acquired and processed Without ?ight interruption. Zero or 
more GPS units may be located at knoWn survey points in 
order to provide a record of each sub-secondsW’ GPS 
satellite-based errors in order to be able to back correct the 

accuracy of the system 100. GPS andlor ground based 
positioning services may be used that eliminate the need for 
ground control points altogether. This technique results in 
greatly improved, sub-second by sub-second positional 
accuracy of the data capture vehicle. 
One or more AMUs 108 that provide real-time yaW, pitch, 

and roll information that is used to accurately determine the 
attitude of the vehicle at the instant of data capture are also 
communicatively linked to the computer console 102. The 
present attitude measurement unit (AMU) (e.g. Applanix 
POS AV), uses three high performance ?ber optic gyros, one 
gyro each for yaW, pitch, and roll measurement. AMUs from 
other manufacturers, and AMUs that use other inertial 
measurement devices can be used as Well. Additionally, an 

AMU may be employed to determine the instantaneous 
attitude of the vehicle and make the system more fault 
tolerant to statistical errors in AMU readings. Connected to 
the AMU can be one or more multi-frequency DGPS receiv 

ers 110. The multi-frequency DGPS receivers 110 can be 
integrated With the AMU’s yaW, pitch, and roll attitude data 
in order to more accurately determine the location of the 
remote sensor platform in three dimensional space. Addi 
tionally, the direction of geodesic North may be determined 
by the vector created by successive DGPS positions, 
recorded in a synchronized manner With the GPS PPS 

signals. 
One or more one camera array assemblies 112 for pro 

ducing an image of a target vieWed through an aperture are 
also communicatively connected to the one or more com 

puter consoles 102. The camera array assemblies 112, Which 
Will be described in greater detail beloW, provide the data 
collection and processing system With the ability to capture 
high resolution, high precision progressive scan or line scan, 
color digital photography. 

The system may also include DC poWer and conditioning 
equipment 114 to condition DC poWer and to invert DC 
poWer to AC poWer in order to provide electrical poWer for 

20 

25 

30 

35 

40 

45 

50 

55 

60 

65 

6 
the system. The system may further include a navigational 
display 116, Which graphically renders the position of the 
vehicle versus the ?ight plan for use by the pilot (either 
onboard or remote) of the vehicle to enable precision ?ight 
paths in horiZontal and vertical planes. The system may also 
include an EMU module comprised of LIDAR, SAR 118 or 
a forWard and rear oblique camera array for capturing three 
dimensional elevation/relief data. The EMU module 118 can 

include a laser unit 120, an EMU control unit 122, and an 
EMU control computer 124. Temperature controlling 
devices, such as solid state cooling modules, can also be 
deployed as needed in order to provide the proper thermal 
environment for the system. 
The system also includes a mosaicing module, not 

depicted, housed With the computer console 102. The mosa 
icing module, Which Will be described in further detail 
beloW, provides the system the ability to gather data 
acquired by the global positioning system 106, the AMU 
108, and the camera system 112 and process that data into 
useable orthomaps. 
The system 100 also can include a Self-Locking ?ight 

pattern technique that provides the ability to micro-correct 
the positional accuracy of adjacent ?ight paths in order to 
realiZe precision that exceeds the native precision of the 
AMU and DGPS sensors alone. 

A complete ?ight planning methodology is used to micro 
plan all aspects of missions. The inputs are the various 
mission parameters (latitude/longitude, resolution, color, 
accuracy, etc.) and the outputs are detailed on-line digital 
maps and data ?les that are stored onboard the data collec 
tion vehicle and used for real-time navigation and alarms. 
The ability to interface the ?ight planning data directly into 
the autopilot is an additional integrated capability. A com 
puter program may be used that automatically controls the 
?ight path, attitude adjustments, graphical display, moving 
maps of the vehicle path, checks for alarm conditions and 
corrective actions, noti?es the pilot and/or creW of overall 
system status, and provides for fail-safe operations and 
controls. Safe operations parameters may be constantly 
monitored and reported. Whereas the current system uses a 
manned creW, the system is designed to perform equally Well 
in an unmanned vehicle. 

FIG. 2 shoWs another depiction of the present invention. 
In FIG. 2, the camera array assembly 112 is shoWn in more 
detail. As is shoWn, the camera array assembly 112 alloWs 
for images to be acquired from the rear oblique, the forWard 
obliques and the nadir positions. FIG. 3, describes in more 
detail a camera array assembly of the present invention. FIG. 
3 provides a camera array assembly 300 airborne over target 
302 (e.g., terrain). For illustrative purposes, the relative siZe 
of assembly 300, and the relative distance betWeen it and 
terrain 302, are not depicted to scale in FIG. 3. The camera 
array assembly 300 comprises a housing 304 Within Which 
imaging sensors 306, 308, 310, 312 and 314 are disposed 
along a concave curvilinear axis 316. The radius of curva 

ture of axis 316 may vary or be altered dramatically, 
providing the ability to effect very subtle or very drastic 
degrees of concavity in axis 316. Alternatively, axis 316 may 
be completely linearihaving no curvature at all. The imag 
ing sensors 306, 308, 310, 312 and 314 couple to the housing 
304, either directly or indirectly, by attachment members 
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318. Attachment members 318 may comprise a number of 
?xed or dynamic, permanent or temporary, connective appa 
ratus. For example, the attachment members 318 may com 

prise simple Welds, removable clamping devices, or electro 
mechanically controlled universal joints. 

Additionally, the system 100 may have a real-time, 
onboard navigation system to provide a visual, bio-feedback 
display to the vehicle pilot, or remote display in the case of 
operations in an unmanned vehicle. The pilot is able to 
adjust the position of the vehicle in real-time in order to 
provide a more accurate ?ight path. The pilot may be 
onboard the vehicle or remotely located and using the ?ight 
display to control the vehicle through a communication link. 

The system 100 may also use highly fault-tolerant meth 
ods that have been developed to provide a softWare inter 
leaved disk storage methodology that alloWs one or tWo hard 
drives to fail and still not lose target data that is stored on the 
drives. This software inter-leaved disk storage methodology 
provides fault-tolorance and portability versus other, hard 
Ware methodologies, such as RAID-5. 

The system 100 may also incorporate a methodology that 
has been developed that alloWs for a short calibration step 
just before mission data capture. The calibration methodol 
ogy step adjusts the camera settings, mainly exposure time, 
based on sampling the ambient light intensity and setting 
near optimal values just before reaching the region of 
interest. A moving average algorithm is then used to make 
second-by-second camera adjustments in order to deliver 
improved, consistent photo results. This improves the color 
processing of the orthomaps. Additionally, the calibration 
may be used to check or to establish the exact spatial 

position of each sensor device (cameras, DPG, AMU, EMU, 
etc.). In this manner, changes that may happen in the spatial 
location of these devices may be accounted for and maintain 
overall system precision metrics. 

Additionally, the system 100 may incorporate a method 
ology that has been developed that alloWs for calibrating the 
precision position and attitude of each sensor device (cam 
eras, DPG, AMU, EMU, etc.) on the vehicle by ?ying over 
an area that contains multiple knoWn, visible, highly accu 
rate geographic positions. A program takes this data as input 
and outputs the micro positional data that is then used to 
precisely process the orthomaps. 
As depicted in FIG. 3, housing 304 comprises a simple 

enclosure inside of Which imaging sensors 306, 308, 310, 
312 and 314 are disposed. Whereas FIG. 3 depicts a 5-cam 
era array, the system Works equally Well When utiliZing any 
number of camera sensors from 1 to any number. Sensors 

306*314 couple, via the attachment members 318, either 
collectively to a single transverse cross member, or indi 
vidually to lateral cross members disposed betWeen oppos 
ing Walls of the housing 304. In alternative embodiments, 
the housing 304 may itself comprise only a supporting cross 
member of concave curvature to Which the imaging sensors 
306 through 314 couple, via members 318. In other embodi 
ments, the housing 304 may comprise a hybrid combination 
of enclosure and supporting cross member. The housing 304 
further comprises an aperture 320 formed in its surface, 
betWeen the imaging sensors and target 302. Depending 
upon the speci?c type of host craft, the aperture 320 may 
comprise only a void, or it may comprise a protective screen 
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8 
or WindoW to maintain environmental integrity Within the 

housing 304. In the event that a protective transparent plate 
is used for any sensor, special coatings may be applied to the 
plate to improve the quality of the sensor data. Optionally, 
the aperture 320 may comprise a lens or other optical device 
to enhance or alter the nature of the images recorded by the 
sensors. The aperture 320 is formed With a siZe and shape 
su?icient to provide the imaging sensors 306 through 314 
proper lines of sight to a target region 322 on terrain 302. 

The imaging sensors 306 through 314 are disposed Within 
or along housing 304 such that the focal axes of all sensors 

converge and intersect each other Within an intersection area 

bounded by the aperture 320. Depending upon the type of 
image data being collected, the speci?c imaging sensors 
used, and other optics or equipment employed, it may be 
necessary or desirable to o?fset the intersection area or point 

of convergence above or beloW the aperture 320. The 
imaging sensors 306 through 314 are separated from each 
other at angular intervals. The exact angle of displacement 
betWeen the imaging sensors may vary Widely depending 
upon the number of imaging sensors utiliZed and on the type 
of imaging data being collected. The angular displacement 
betWeen the imaging sensors may also be unequal, if 
required, so as to provide a desired image o?fset or align 
ment. Depending upon the number of imaging sensors 
utiliZed, and the particular con?guration of the array, the 
focal axes of all imaging sensors may intersect at exactly the 
same point, or may intersect at a plurality of points, all 
Within close proximity to each other and Within the inter 
section area de?ned by the aperture 320. 

As depicted in FIG. 3, the imaging sensor 310 is centrally 
disposed Within the housing 304 along axis 316. The imag 
ing sensor 310 has a focal axis 324, directed orthogonally 
from the housing 304 to align the line of sight of the imaging 
sensor With the image area 326 of the region 322. The 
imaging sensor 308 is disposed Within the housing 304 along 
the axis 316, adjacent to the imaging sensor 310. The 
imaging sensor 308 is aligned such that its line of sight 
coincides With the image area 328 of the region 322, and 
such that its focal axis 330 converges With and intersects the 
axis 324 Within the area bounded by the aperture 320. The 
imaging sensor 312 is disposed Within the housing 304 
adjacent to the imaging sensor 310, on the opposite side of 
the axis 316 as the imaging sensor 308. The imaging sensor 
312 is aligned such that its line of sight coincides With the 
image area 332 of the region 322, and such that its focal axis 
334 converges With and intersects axes 324 and 330 Within 
the area bounded by the aperture 320. The imaging sensor 
306 is disposed Within the housing 304 along the axis 316, 
adjacent to the sensor 308. The imaging sensor 306 is 
aligned such that its line of sight coincides With the image 
area 336 of region 322, and such that its focal axis 338 
converges With and intersects the other focal axes Within the 
area bounded by aperture 320. The imaging sensor 314 is 
disposed Within housing 304 adjacent to sensor 312, on the 
opposite side of axis 316 as sensor 306. The imaging sensor 
314 is aligned such that its line of sight coincides With image 
area 340 of region 322, and such that its focal axis 344 
converges With and intersects the other focal axes Within the 
area bounded by aperture 320. 


















